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OVERVIEW -

This chapter ties together the foundations of applied statistics: descriptive
measures, basic probability, and inferential procedures. This chapter aiso in-
cludes a discussion of one aof the most important theorems in statistics, the
central limit theorem. Students may find it helpful to revisit this chapter from
time to time as they study the remaining chapiers of the book.
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After studying this chapter, the student will

1 be able to construct a sampling distribution of a statistic.

2 understand how to use a sampling distribution 10 calculate basic probabilities.

3. understand the central limit theorem and when to apply 1.

4. understand the basic concepts of sampling with replacemeant and without
replacement.
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5.1 INTRODUCTION

Before we examine the subject matter of this chapter, let us review the high points of what
we have covered thus far. Chapter | introduces some basic and useful statistical vocabulary
and discusses the basic concepts of data collection, In C hapter 2. the organizition and sum-
tmarization of data are emphasized. It is here that we encounter the concepts of central ten-
dency and dispersion and leam how 1o compuie their deseniptive measures, In Chaptar 3,
we dre intmduced (o the fundamental ideas of probability, and in Chapter 4 we consider the
concept of & probability distribution. These concepts are fundamental w an understanding
of statistical inference, the topic that comprises the mjor portion of this book,

This chapter serves as a bridge between the preceding material, which is essen-
tially descriptive in nature, and most of the femaining topics, which have been selected
from the area of statistical inference,

5.2 SAMPLING DISTRIBUTIONS

The topic of this chaprer is sampling distributions. The mportance of a clear understand-
ing of sampling distributions canmot be overemiphasized, s this concept is the very key
10 the understanding of statistical inference. Sampling distributions serve two PUIHISES!
(1) they allow us o answer probahility questions about sample statistics, and (2) they pro-
vide the necessary theory for making statistical inference procedures valid. In this chap-
ter we use sanipling distributions o answer probability questions about sarmple siatistics,
We recall from Chapter 2 that o sample statistic is a descriptive measure, such a5 the
mean, median, variance. or standard deviation, that is computed from the data of i sum-
ple. In the chapters that follow, we will see how sampling distributions make statisticy|
inferences valid,
We begin with the following definition.

DEFINITION
The distribution of all possible values that can be assumed by some
statistic, computed from samples of the same size randomly drawn

from the same population, is called the sampling distribution of tha
statistic,

Sampling Distributions: Construction Sumpling distributions may he
constructed empirically when sampling from o discrete. finite populaton, To construel o
sampling distribution we proceed as follows:
L. From a finite population of size N, randomly draw all possible samples of size n,
2. Compute the statistic of interest for each samiple,
3. List in one column the different distiner observed vilues of the statistic; and in
another column list the comesponding frequency of oceurrence of each distinet
observed value of the statistic,
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The dctual construction of o sampling distribution is & formidihle undertaking if the
population is of any appreciable size and 1s an impossible sk if the papulation is wiinie,
In such cuses, sampling distributions may be approximated by taking a large number of
sumples of o given size,

Sampling Distributions: Important Characteristics w: ustially
are interested in knowing three things about 4 piven sampling distribution: its mean, its
variaice, and s functional farm (how it looks when craphed ),

We can recognize the dilticuliy of constructing a sampling distribution aceording
t the steps given above when the population is large. We ulso run into a problem when
considering the construction of a sampling distribution when the population i infinite,
The best we can do experimentally in this case is 1o dpproximate the sampling distribu-
tion of a statistic,

Both these problems may be ubviated by means of mathematics. Although the prres-
cedures involved are not compatible with the mathematical Jevel of this text, sampling
distributions can be derived mathematically, The interested reader cin consult pne of

L maity mathematical statistics textbooks, for example, Larsen and Marx (1) or Rice (23,

In the sections that follow, some of the more requently encountered sampling

distributions are discussed,

.3 DISTRIBUTION OF THE SAMPLE MEAN

e
An important sumpling distribution is the distrtbution of the sample mean. Let us see
how we might construet the sumpling distribution by fallowing the steps outlined in the
previous section,

EXAMPLE 5.3.1

Suppose we have g population of size N = 3, consisting of the ages of five children
who are outpatients in community mental health center. The des are as follows:
Xj =6x3 =823 =10, =17 and Ts = 14 The mean. w, of this population is
equad 1o Xx, /N = 10 and the variance is

3

2 Z(x = 1y A
gr=""r 0 T _
N 5
Let us compute another measure of dispersion und designate it by capital § as
follows:
Lo N, - LI
w o Bk 4
5'--_._L£=_u=]n
W= 4

We will refer to this quantity again in the next chupter. We wish 1o construct the sam-
pling distribution of the sample mean, ¥, based on samples of size n = 2 drawn from
this population.

Solution: Let us draw all possible samples of size n = 2 from this population. These
samples. aleng with their means, are shown in Table 53,1,
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TABLE 5.3.1 All Possible Samples of Size n = 2 from a Population of Size N = 5.
Samples Above or Below the Principal Diagonal Result When Sampling Is Without
Replacement. Sample Means Are in Parentheses

Second Draw

6 8 10 12 14

6 6.6 6,8 6 10 6, 12 6, 14

(6) 7 8} 81 110)

g 8,6 8.8 & 10 8, 12 8, 14

_ 7] (8) (9) (10} (11
;*rf':v 10 10,6 10, 8 10, 10 10, 12 10, 14
(8} 9] {10} (1] (12}
12 12,8 12,8 12, 10 12,12 12,14

(@) (10) (1) 12) (13)
14 14,6 14,8 14, 10 14, 12 14,14

(10) (1] (12} (13} {14)

TABLE 5.3.2 Sampling
Distribution of ¥ Computed
from Samples in Table 5.3.1

Relative

X Freguency Frequency

& 1 1125

7 2 225

8 3 325

9 4 4/25
10 5 5iZ5
1 4 425
12 3 areh
13 2 225
14 1 125
Teatal 25 25/26

ent values of X
as in Table 5.3.2,

We see that the data of Table 3.3,
distribution. The individual probabilities are all greater than 0, and their sum is equal

o 1.

We see in this example that, when sampling is with replacement. there
are 25 possible samples. In general, when sumpling 15 with replacement, the
number of possible samples s cqual o N7

We may construct the sampling distribution of ¥ by listing the differ-
in one column and their frequency of cccurrence i unother,

2 sty the requirements for a probability
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FIGURE 5.3.1 Distribution of papulation and sampling distribution of X

It was stated carlier that we are usually interested in the functional form of o EHITE
pling distribution, its mean, and its variance. We now consider these characteristics lor
the sumpling distribution of the sample mean, i.

Sampling Distribution of ¥: Functional Form Let us look a1 the dis-
tribution of ¥ plotted a5 a histogeam, alone with the distribution of the papulation, hath
of which are shown in Figure 3.3.1, We note the radical difference in appeariance between
the histogram of the population and the histogrum of the sampling distribution of T
Wheteas the former is uniformly distributed, the later pracually rises 1o a peak and hen
drops off with perfect symmerry.

Sampling Distribution of %: Mean Now ot us compute the mean, which
we will call g, of our sampling distribution. To do this we add the 25 sample means
and divide by 25, Thas,

Tk G+ THTHE4 - 4+ 14 29
= =N === 1p
N 25 25

We note with interest that the mean of the sampling distribution of ¥ has the same
vitlue as the mean of the origina] population.
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Sampling Distribution of x: Variance Finally, we nay compuie the van-
ance of &, which we call o7 as follows:

; \2
2l o)

(] Il"‘lfl
(b= 10Y + (7 = 102 + (7 = 102 + - + {13 — 10%?
-3
10
=—— =i
25

We note that the variance of the sampling distnibution 15 not equal o the population van-
ance. It s ol mterest we observe, however that the varance of the sampling distribution
ts equal o the population variance divided by the siee of the sample used 1o obn the
sampiing distribution. That is,

e b}
:'E =g
The squire root of the variance of the sampling distribution. Ve? = o/ W is called
the standurd ervar af tie mean or, simply, the standard evre
These results are not comncidences but are examples of the chamctenstics of sam-
pling distributions in general, when sampling s with replacement or when sampling is
from an infinite population. To generalize, we distinguish between two situations: sum-
phing from a normally distributed popolation and sampling from a nonsormally distrib-
utad population,

Sampling Distribution of x: Sampling from Normally Distrib-
uted Populations When sampling is from a normally disiributed population, the
distribution of the sample mean will possess the following propersies:

L. The distribution of v will be normal

2. The mean, g.oof the distribution of © will be equal to the mean of the population
from which the samples were drawn,

] . y i - Hrey . . .
J. The vanance, o of the distnbution of ¥ will be equal 1o the varanee ol the pop-
alution divided by the sample size:

Sampling from Nonnormally Distributed Populations For ihe case
where sampling is from a ponnormally distributed population, we celer wooan important
mathemitical theorem known as the ceatrad fimit tecrem. The importance of this theorem
in statistical inference may be summarized in the following statement,

The Central Limit Theorem

Given o popadation of auy sonsormal feectional fora with o mean g aned finte
verdarce o, the samiplineg distribution of X, computed from samples of size n from
His propefation, will fuve wmean e oand varionee rrl_.-'u aned will be approcimarely
acemally distribited when the samiple size I lorge,
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A mathematical formulation of the central limit theorem is that the distribution of

¥ =i
r!_.'r"\.-"l.ﬁ

approaches a normal distribution with mean 0 and variance | as a4 — 20, Mate that the
central limit theorem allows us to sample from nonnormally distributed populations with
a guaraniee of approximately the same results as would be obtained if the populutions
were normally distributed provided that we take a large sample.

The importance of this will become evident later when we leam that a normially
distributed sampling distribution is a powerful tool in statistical inference. In the case of
the sample mean, we are assured of at least an approximately normally distributed sam-
pling distribution under three conditions: (1} when sampling 15 from a normally distrib-
uted population; (2) when sampling is from a nonnormally distributed populanion and
our sample is large: and (3) when sampling is from a population whose functional form
is unknown 1o us as long as our sample size is large.

The logical question that arises al this point is, How large does the sample have
to be in order for the central limit theorem to apply”? There is no one answer, since the
size of the sample needed depends on the extent of nonnormality present in the populi-
tion, One rule of thumb states that, in most practical Situations, & sample of size 30 s
satisfactory. In general. the approximation to normality of the sampling distribution of &
becomes bewer and better as the sample ske Increases.

Sampling Without Replacement The foregoing results have heen given on
the assumption that sampling is either with replacement or that the samples are drawn
from infinite populations. In general, we do not sample with replacement. and in most
practical situations it is necessary 1o sample from a finite population; hence, we need to
becothe familiar with the behavior of the sampling distribution of the sample mean under
these conditions, Before making any general statements, let us again look at the data in
Table 5.3.1. The sample means that result when sampling is without replacement are
those above the principal diagonal, which are the same as those below the principal diag-
onal. if we ignore the order in which the observations were drawn. We see that there are
10 possible samples. In general, when drawing samples of size n from a finite popula-
tion of size N without replacement. and ignoring the order in which the sample values
are drawn. the number of possible samples is given by the combination of M things taken
moat a time, In our present example we have

i N 51 5:4-3

vla AN — W T T T 10 possible samples,
The mean of the 10 sample means is

_PE THEFSE 2413100
P 10 n

Hy [£)

We see that ence again the mean of the sampling distribution is equal 10 the popuation
THEATL
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The variance of this samphing disteibution s found (o be

I Rt T M 1
Ty = — = =
"G 10

and we note that this time the variance ol the sompling distribution is oot equal 1o the
population variance divided by the sample size, since af = 3 2 §/2 = 4. There
is. however. an interesting relationship that we discover by multiplying o/ by
(N = n)/(N — 1). That is.

T N=n ¥ 5-12
n O N-1 2 1

_
=y

This result tells us that if we multiply the variance of the sampling distribution tha would
be obtmped If sampling were with replacement, by the facter (N = n)/ (N 1) we
obiain the value of the variance of the sampling distribution that results when sampling
is without replacement. We may generalize these results with the following statement,

Whent semipdingg B withenn repleacement ficnm o finite popedatfon, e sampling diveibe-
feemnt o 0wl feve e e el vereiene

|_tr_ N —n
noN-=-1

I the sample size s lurge, the central limit theorem applies and the saompling
distribution of X will be approximately normally distributel,

The Finite Population Correction The factor (N — n) /(N — 11 s called
the finite population correction and can be ignored when the sample size s small in com-
panison with the populition size, When the population is much larger thun the sample,
the differcnce between o /i and [ar",-“n][f:'h-' )/ (N = 1)) will be negligible, Imagine
a population of size L0 and a4 sample from this population of size 25; the tinite pop-
ulation correction would be equal o (10,0000 — 25) /(9999 = 9976, To multiply o /i
by 9976 ix almost equivalent to multiplying it by 1, Most practicing siatisticians do not
use the finie population ¢orrection unless the sample is more than 3 percent of the sive
of the population. That is, the finite populiation correction is usually ignored when
i = 05,

The Sampling Distribution of x: A Summary ¢t s summarize the
chiactenistics of the sampling distribution of © under two conditions,

L. Sampling is from o normally distribimted  population with a known population
varince:
Gy wy =
thy o, = o/Wn
el The sampling distribution ol v is normal.



5.3 DISTRIBUTION OF THE SAMPLE mEan 143

2. Sampling is from a nonnormally distributed population with a known populaion

variance:
() g =
(b) o = i v'n, when N = s
g
= ) ‘i.r'nj.\,- "'-’_—_I oiherwise

(e) The sampling distribwtion of T is approximately normal,

Applications s we will see in succeeding chaprers, knowledge and understand-
mg of sampling distributions will be necessary for understanding the concepls of statis-
tical inference. The simplest apphication of our knowledee of the sumpling distribution
of the sample mean is in computing the probubility of obtaining o sample with o meun
of some specified magnitude. Let us illustrate with some examplis,

EXAMPLE 5.3.2

Suppose it is known that in a certain large human population cramal length is approg-
imately normally distributed with a mean of 1856 mm and o standard deviition ol
127 mm. What is the probability that g random sample of size 10 from this popala-
tion will have o mean greater than 1907

Salution:  We know that the single sample inder consideration is one of il prrssible
sumples of size 10 that can be dreawn from the papralanon, so that the misin
that 1t vields is one of the Vs constituting the sampling disteibution of y
that, theoretically, could be derived from this e,

When we say that the popultion is approximuately normully distrib-
wed, we gssume that the sumpling distribution of © will e, for all PR
ticul purposes, normally distribited. We also know that the mean s
stundard deviation of the sampling distribution are egual 1w 1856 and
V{127) 10 = 27/ 10 = 40161, respectively, We assume that the
populition is large relative to the sample <o that the finite populition cop-
rection cin be ignored.

We learn in Chapter 4 that wheriever we hive a random varighle {LIHIEES
normally distributed, we may very casily ransform it 1o the <tandard ol
cistribution. Our random variable now is ©. the mean of its distribution i iz
and its standard devintion is o, = o/ N By appropriately midifying the
formula given previously, we ardve at the fullowing formula for transform-
ing the normal distribution of 1 1o the stundard normal disteibution:

=
e/

(3:3.00)

The probability that answers nur question is represented by the areato the right ol v = 190
under the curve of the sampling distrbution. This dren is equal o the arei 10 the right of

190 — 1856 4.4

L0161 406

= 1.0
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o= 12 7mim

o= 185 Emm y

Laeh

e= 123 _ 4 0161
VID

o 190 ]

FIGURE 5.3.2 Population distribution, sampling distribution,
and standard normal distribution, Example 5.3.7: [a} population
distribution; (&) sampling distribution of ¥ for semples of size
10 tel standard normal distribution,

By consulting the standard normal table, we find that the area to the right of 1.10) is
357; hence, we say that the probability is 1357 that a sample of size 10 will have 4
mean greater than 190,

Figure 5.3.2 shows the relationship between the onginal population, the sumpling dis-
iribution of ¥ and the standard normal distribution.

EXAMPLE 5.3.3

IF the mean and standard deviation of serum iron values for healthy men are 120 and
I3 micrograms per 100 mi, respectively, what is the probability that 2 random sample
of 50 normal men will vield & mean between 115 and 125 micrograms per [0 ml?

Solution: The functional form of the population of serum iron values is ol SpEc-
fied, but since we have a sample size greater than 30, we make use of rhe
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central limit theorem and transform the resulting approximately normal
sampling distribation of ¥ (which has a mean of 120 und a standird devi-
ation of 13/%/30 = 2.1213) 1o the standard normal. The probubility we
seek is

o (15— 1200 1235—= 120
P(Il.‘-i_-.-_llf::|=F'('TJ=‘—- 1.12_)

= Pi—2 = : = 0.36)
=.4909 — K9]
= A8 ]

il

The National Health and Nutrition: Examination Survey of 198E= 141 (NHANES T, A<1) osti-
wisited] the mean serum cholesterol level for US. females aged 20-74 years to be 204 mgill. The
estintate of the standard deviation wos approximately 44. Using these estimates as the mean je and
standard deviation e for the U8, populution, consider the sampling distribution of the samiple mean
based on samples of size 50 drawn from women in this age group, Whit s the mean ol 1he sim-
pling distribution? The standard error?!

* The study eited in Exervise 53,1 reported an estimated ean serum cholestera] fevel of 183 for

women aged 20-29 years. The estimated standard deviation was approximately 37, Use these esti-
mistes as the mean g and standard. deviation @ for the U.S, population. 1f a simple random sample
of size 60 is drawn from this population, find the probability that the sample mean serum choles.
terol Jevel will be:

Ay Between 1700 and 195 ih) Below 175

() Cireater than 1490

If the uric acid values in normal adult males ore approximately normally distributed with o mean
and standard devtation of 5.7 and 1 mg percent. respectively, find the probability that a sample of
wive O will vield & mean:

{n) Grester than & () Berween 5 pmwl 6

€] Less than 3.2

Wright et al, (A-2) used the 194992000 National Health and Nutrition Exumination Survey (NHANES)
to estimate dietary intake of 10 key nutrients. One of those nuirients: wis cabcium (mg ), They foond
in all adults 60 years or older n mean daily calcium intake of 721 mg with a standard deviation of
454, Using these values for the mean and stancard deviation for the LS, population, find the proba-
bility that a random sample of size 5O will have » mean:

(a) Crreater than BO0 mg {b) Less than 700 mig

{e) Between 700 and 850 mg

In the study cited in Exercise 334, researchers fourd the meun woddiomi imtake in men and women
6i) years or older 10 be 2940 mg with a standard deviation aff 1476 myg. Use these values for the
mean and standard deviation of the U.S. population and find the probability that & random sam-
ple of 73 people from the population will have o mean:

(a) Less than 2450 myg ihy Over 3100 ing

(¢) Between 2500 and 3300 me  (d) Between 2500 and 2901 mg
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536 Given o normafly disteibuted population witd a mean of 100 and & standard deviation of 20, fi
the fullowing probabilities bused on 4 samiple of size |6
{a) Ply = 100) thy £lr = L1

(e} #h =x = [18)

507 Given g =30, or = 16:a0d w = 64, Gind:
fa) P45 = & = 35) (hy Pir = 353
(e} P[¥ < 47) (d} P(49 = 5 = 38)

538 Suppose o population consists of the fallowme values: | i

A5 T8 Cunstruct the sumplini g
trbution of © based on samples of size 2 selected withou replucement. Find the mean and
unce of the sampling distribution

A9 e he daty of Example 5.3.1 1o construer the sampling diswibution of v bussd o sumples of sl
selecten] withowt veplicement. Find the mesn and variancs ol the sampling distdbation, -
A0

Lise the dats cited in Exercise 5.3, lmgine we ke samnples of size 5, 25, 50, 100, und S0l
the women in this age group,
(a) Culeulate the standard error for each of these samphing scenarios,

b} Discuss how sample stz offées the sandand emor estlimates culenlared mopan (1) ad
pesentinl implications this may hove in statistic) (L FTH TR

5.4 DISTRIBUTION OF THE DIFFERENCE
BETWEEN TWO SAMPLE MEANS

Frequently the interest in an ivestigation is focused on two populations. Specifically
ivestigator may wish to know sinmething abot the difference between two Pl
meuns, In ane investigation, for example. a researcher may wish o know il i1 is re
able 1o conclude that two population meuans are different. In anather situation, |
rescirchier muy desire knowledge about the magnitude of the difference between
population means, A medical research team, for example. may want 1o konow whether o
nat the mean serum cholesterol level is higher in a population of sedentary office w
ers than in a population of lahorers. 11 the researehers are bl o comclude that the po
ulation means are different. they may wish 1o know by how mwch they differ. A kn
edge of the sampling distribution of the differcnce belween two means 15 usel
investigations of this type,

Sampling from Normally Distributed Populations The followin
example illustrates the construction of and the characteristios of the sampling disil
tion of the difference between sample means when sam

pling is from two normally die
tributed populations,

EXAMPLE 5.4.1

Suppose we have two populations of individials—one population (population 1) ha
experienced some condition thought to be associmed with mental retardation, and (bl
other population (population 2) has not experienced the condition. The distribution of
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mtelligence scores in each of the two populations is believed 1o be approximately nor-
mally distributed with a standard deviation of 20,

Suppose, further, that we take a sample of 15 individuals from each poprulation and
eompute for each sample the mean intelligence score with the following results; v, = 92
and x5 = 105. If there is no difference hetween the two populations, with respect o their
true mean intelligence scores, what is the probability of observing a difference this lurge
or larger (¥; — xs) between sample meaps?

Solution: To answer this question we need 10 know the nature of the sampling distri-
bution of the relevant statistic, the difference between nvo sample means,
Xy = X Notice that we seek a probability associared with the difference
hetween two sample means rather than a single mean, a

Sampling Distribution of x; — X;: Construction Although, in prc-
tice, we would not attempt to construet the desired sampling distribution, we can concep-
tualize the manner in which it could be done when sampling is from finite popHations,
We would begin by selecting from population 1 all possible samples of size 13 and com-
puting the mean for each sample, We know that there would he v Co, such samples where
Ny is the population size and ny = |5, Similarly. we would select all possible sumples of
size 13 from population 2 and compute the mean for each of these samples. We would
then take ull possible pairs of sample means, one from population 1 and one from popu-
ation 2, and take the difference. Table 5.4.1 shows the results of following this procedure,
Note that the 1's and 27 in the last Tine of this table are not exponents; but indicators of
population | and 2, respectively,

Sampling Distribution of x, — X,: Characteristics I i« the distri-
bution of the differences between sample means that we seek. If we platted the sample
differences aguinst their frequency of vecurrence, we would obtain 3 normal distribution
with & mean equal o g0, — ps, the difference between the two population means, and o
variance equal 10 (arifny ) + (e3/na). That is, the standard error of the difference between

TABLE 5.4.1 Working Table for Constructing the Distribution of the Difference
Between Two Sample Means

Samples Samples Sample Sample All Passible
from fram Meaans Means Differences
Population 1 Population 2 Population 1 Population 2 Between Means
My Mz Xy Xiz A1 = A

3 My Xas Koz X1 = Kz

A Mz Xy Xai By oo X

e Ay, G, 2 Ko 1 FpC, 2 KpCa = X iyLa2
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¥ =

=]

FIGURE 5.4.1 Graph of the sampling distribution of ¥y — ¥: when
there is no difference betwesn hapulation means, Exarmpla 54,1,

sample means would be equal (o ‘v"{ rrf,.f'n,] + (rr%_.f'ug}. It should be notéd tha these
Properties convey two important points. First, the means of two distributions. can he
subtracted from one another, or summed together, using standard arithmetic operations,
Second, since the overall variance of the sampling distribution will be affected by hoth
contnibuting distributions, the variances will always be summed even if we are interested
n the difference of the means. This bast Fact assumes that the two distributions are inde-
pendent of one another.

For our presemt example we would have a normal distribution with @ mean of 0
(if there is no difference between the two population means) and a viranee of
[{20)%/15] + [{20)%/15] = 53.3333. The graph of the sampling distribution is shomn
in Figure 5.4.1,

Converting to z w. know that the normal distribution deseribed in Example
4.1 can be transformed (o the standord normal distribution by means of y modification
ol a previously learned formula. The new formula is as follows:

EE T e—— (54.1)
[y a3
Bkt SR
y "y -
The area under the curve of ¥y = T3 corresponding to the probability we seek i
the area to the left ol Xy —X =92 = [g§5 = 13: The 7 value corresponding 1o — |3,

assuming thal there is no difference between population means, is

—— = _-—I?H

By consulting Table D, we fingd that the arca under the standad normul curve 1o the Jef
of —1.78 is equal to 0375, In ANSWET 1O our original question, we say that if there is no
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difference hetween population means, the probabality of obtaining a difference between
sample means as large as or larger than 13 is 0375.

Sampling from Normal Populations The procedure we have just
followed is valid even when the sample sizes, o and 1. are differem and when the
population variances. s and o3 have different values, The theoretical results on which
this procedure is based may be summarized as follows.

Given twor normally distributed poputations Wil e e e el varances
i and o5, respectively, the sampling distribition of the difference, ) — X4
Between the means of independent sampley of size o, aited 02 dvawn frome these
popalarions is rormlly distributed with mean iy = poa ard varance

'\.-"rl: atin ot [ain s ),

Sampling from Nonnormal Populations Many times a researcher is
fuced with ane or the other of the following problems: the necessity of (1) sampling from
nonnormally distributed populations, or (2) sampling from populations whose functional
forms are not known. A solution to these problems is 10 Luke large sumples, since when
the sample sizes are large the central limit theorem applies and the distribution ot the
difference between two sample means is at least approximately normially distributed with
a mean equal 1© gy — o and @ varsnce of r_::.l_-'n A {ers/n+). To find probabilities
associated with specilic values of the statistic, then, our procedure would be the same as
that given when sampling is from pormally distributed populations.

EXAMPLE 5.4.2

Suppose it his been established that for a certain type of client the average length af a
home visit by a public health nurse 15 45 minutes with a standard deviation of 15 min-
ates, and that for a second type of client the average home visit is 30 minutes long with
4 standard deviation of 20 minutes. If 4 nurse randomly visits 35 clients from the it
and 40 fram the second population. what is the probability that the average length of
home visit will differ between the two groups by 20 or mare minutes?

Solution: N mention is made of the functional form of the two populations, so let
us dssume that this characteristic is unknown, of that the populations are
not normally distribued. Since the sample sizes are large (greater than 3
it both cases, we draw on the results of the centril limil theoren 0 amswer
the guestion posed. We know that the difference between sumple means is
at least approximately normally distributed with the following mean and
varianee:

s 5 =y — e =45 = =13

AR 16,4286
a0 e

0 (r] ir::. {I5]

L

ke - ALt

>
Il
11

I iy it 35
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FIGURE 5.4.2 Sampling distribution of Xy = ¥z and tha
corresponding standard normal distribution, home wvisit exampla.

,

The area under the curve of ¥, — £ that we seek is that area to the right
of 20. The corresponding value of = in the standard normil s

(Fy—=73) = (1 = ma) 20 - 15 3

Fa——— = —_—lz-'l

.".n'f :r; Vol6.d 215%. 4-.[].5:_13

| -+
|
ll\,' I a2

In Table D we find that the area to the right of 2 = 1,23 is
| — BOOT = 1093 We say. then, that the probability of the nurse's ran-
dom visits' resulting in a difference between the two MEeAns a5 greal as or
greater than 200 minutes is 1093, The curve of s

and the correspon-
ding stundurd normal curve are shown in Figure

7
542 [ |

EXERCISES

541 The study cited in Exercises 5,30 and 5.3

gives the following dotu on Serum cholesterol [evels
in'US. femiales:

Population Agpe Mean Standard Deviation

A 225 |53 a2

B 3039 1849 34.7
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Use these estimates a5 the mean o and standard deviation o for the respective LS, populations.
Suppose we select u simple random sample of size 3 independently from cach population. Whal
is the probability that the difference between sample means Xy — &, will be more than 8

In the study cited in Excreises 3.3.4 and 5.3.5, the caleium levels b men and womien ages B0 years
ar older are sutmarized in the following table:

Mean Standard Deviation

Men T 482
Wonen il 414

Lse these cstimates as the mean o and standard deviation o for the US. populations for thess uge
wroups. 1T we take o random sumple of 40 men and 35 womien, what is the probubility of obtain-
ing a differcnce between sumple means of 1K) mg or e

Given two sormally distributed populations with equal means and variances of o = 100 and
i = 80, what is the probubility that samples of size iy = 25 and ny = 16 will yield a value of
# — X4 greater than or equal i 87

Given two nomally distiboted populunons with equal means and varancés of o = 240 and

iri = 350, what is the probability tha samples of size ny = 40 and ny = 35 will yield o value of
§y = Foas large as or larger than 127

For i population of 17-yearold boys i [ 7-year-old girls, the means and stanedard deviaticns,
respectively, ol their subscapular skinfold thickness values are as follows: Bovs, 9.7 and 6.0 girds,
15.6 and 9.5, Simple random samples of 40 bays and 33 airls are selected from the populations.
What ks the probatalny that the difference between sample means £ = &g will be greater
than 107

5 DISTRIBUTION OF THE
IPLE PROPORTION

In the previous sections we have dealt with the sampling distributions of statistics com-
puted from measured variables. We are frequently interested. however. in the sampling
distribution of a statistie, such as a sumple proportion, that results from counts ar fre-

guency data,

EXAMPLE 5.5.1

Rewlts (A-3) from the 1999-2000 National Health and Nutrition Examination Survey
(NHANES), show that 31 percent of U.S. adults ages 2074 ure ahese (ubese as defined
with body mass index greater thart or equal 1o 30.01. We designate this population pro-
portion as p = 31, 1 we randomly select 1560 individuals from this population, whit is
the prohability thal the proportion in the sample who are obese will be us great as A

Solution: To answer this question, we need to know the properties of the sampling ilis-
tribution of the sample proportion. We will designate the sample proportion

by the symbol p.
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You will recognize the similarity between this exumple and those
presented in Section 4.3, which dealt with the binomial distribution, The
variable obesity is o dichatomons variable, since an individual can be clas-
sified into one or the other of two mutually exclusive catesories vbese or
nol obese. In Section 4.3, we were given similar information and were asked
to find the number with the characteristic of interest, whereas here we are
secking the proportion in the sample possessing the churacteristic of inter-
est. We could with a sufficiently Targe table of hinomial probabilities, such
as Table B, determine the probability associated with the number COFFESpoI-
ding 1o the propartion of interest. As we will see. this will not be neges-
sary, since there is available an alternative procedure. when sample siges
ire large, that is generally more canvenient, ]

Sampling Distribution of p: Construction The sampling distribution
of a sample proportion would be constructed experimentally in exactly the sume man-
fer is was supgested in the case of the arithmetic mean-und the difference between two
means. From the population. which we assume (o be finite, we would ke gl piissibile
samples of a given size and for each sample compute the sample proportion, g We would
then prepare a frequency distribution of f by listing the different distinct values of j
along with their frequencies of sceurrence. This frequency distribution (15 wel] as the
corresponding relative frequency distribution) would constitute the sampling distribution
of .

Sampling Distribution of p: Characteristics Wien the sample size
is large. the distribution of sample proporions is dpprovamately normally distributed hy
virtue of the central limi theorem. The mean of the distribortion, M Wl is, the aver-
age of ull the possible sample proportions, will be equal o the true population propor-
tion, p, and the variance of the distribution, urf;~ will be equal to p(| — Plin o pgin,
where ¢ = 1 — p. To answer probability questions about £ then, we use the following
formula:

e s {3.5.1)

The question that now arises is, How laree does the sample size have o be for the
use of the normal approximation to e valid? A widely used criterion 15 that both gp and
nil — p) must be greater than 5, and we will abide by that rule in this texp

We are now in g position w answer the question regarding abesity in the sample of
150 individuals from a papulation in which 31 percent are obese, Since both sy and
a(l — p) are greater than S(I50 % 31 = 46,5 and 150 x 69 — 103.5). we can say
that, in this case, /5 s approximately normally distributed with a medn (s, = po= 3] and
frﬁ: PUL = p)in = (31)(.69)/150 = 01426, The probability we seek s the areg
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under the curve of p that 1s 1o the right of 4{). This area is equal 1o the area under the
standard normal curve o the right of

___b-p 40 - 31
L \/ PlL—p)l V01426
i

The ransformation to the standard normal distribution has been accomplished n the
uswil manner: 7 is found by dividing the difference between o value of @ statistic and its
mean by the standard error of the statistic, Using Tuble [ we find that the ared 1o the
rghtof z = 238is | — 9913 = .0087. We may say, then, that the probability of obsery-
ing f = .40 in a random sample of size n = 150 from a population in which p = 31
15 U087, 1 we should, in fact, deaw such a sample. most people would consider it a rare
event.

Correction for Continuity The normal approximation may be improved by
the correction for continuity, a device that makes an adjustment for the fact that a
diserete distribution is being approximated by a continuous distribution. Suppose we
let x = np, the number in the sample with the characteristic of interest when the pro-
portion is 2. To apply the correction for continuity, we compute

x+.5
n
7= —— for v < np (5.5.2)
C Wpa/n
or
r— .5
= =P
= —— for x = np (2:5.3)
Nopgin

where ¢ = 1 — p. The correction for continuity will not make a great deal of difference
when n is large. In the above example np = 150(.4) = 60, and

60 — 5
150

2 V(LA1)(.69)/150 -

— )

2.30

and P(p = 40) = 1 — 9893 = 0107, a result not greatly different from that obtained
without the correction for continuity: This adjustment 15 not often done by hand, since
most statistical computer programs automatically apply the appropriate continuity cor-
rection when necessary.
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EXAMPLE 5.5.2

wleguate prenatal care?

45 - 51 .06

.

— —= —1.70
V00125 0353

Theretore, P(p = 45) = Plz = ~1.70) = 446,

EXERCISES

Solution:  We cin assumie that the sampling distribution of f js approximately nommally
cistributed with ;= 51 and rrﬁ = {51}{A9)/200 = 00125, We corpute

The area W the left of —1.70) under the standard normal curve s A,

Blanche Mikhail (A-4) studied the use of prenatal care among low-income African-
American women. She found that only 51 percent of these women had wdequate preng-
tal care, Let us assume that for a population of similar low-income African- American
women, 51 percemt had adequate prenatal care, If 200 women Iram this populution mre
drawn at random, what is the probability that less than 45 percent will have received

W
b

eeported o past myocardial infarction, Use 32 5 the puipialistion proportion, suppose S sobjets
e chosen ot random Trom the population. What & ohe probabiliny that over 6 percent wonld

reptert previows myouardinl infareions?

552 In the stady eited i Exercise 3.5.1. 13 porcent of the patients i the study. reported [Brevious
episodes ol stroke or transient ischemic mrack, Dse |3 percent ds the estimate of the prevalense
oF stroke or ansient schemic anack within the population, [ 70 subjeéts are chosen ot random
frise the population, what s the probability tha 10 percent or less would repon an incidence of

stroke oF ramsient isehensic attack”!

$.5.3  In the same 19992000 NHANES (A=) repon cited in Example 5.5.0, vesearchers estunated tha
ted percent of U85, adults ages 20-74 were everweight o obesg oy erweighl: BMI 25-29, g
BML 30 or gremer), Use this estimate as: the populmion proportion fir 1S, adults ages 20-74, 1
25 subjects and <elected ol mndons from the populmion, what &5 the preobability thar 70 percent

or mote wotld be found o be overweight or ohese?

el

L
el
ry

w Mp o= 65) (b} Flp = 54)
() {56 =p= 63)

Smith eval. (A-5) performed i retrospective anulysis ol dats on 782 eligible patients admiised wig)
myocardinl infarction 10 o d6.bed cardine service fucility. OF these patients, 248 (31 percent)

A4 Gallagher et al, (4-6) reported on study 1o adentify foctors that inflience women's atfendance i
cardiae rehabilitation programs. They found that by 12 weeks post-discharge, only 6 percent of
eligible women attended such progrimes, Using 64 percent as an estimaite of the attendinge -
wentnge of all elizible women, find the probahifity that in o sample of 45 women selected af e
dom trom the population of eligible women less than 50 percent would mtiend programs,

Given & population in which p = 6 and 4 random surnple from this population of sice 100, find:
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