CHAPTER 2

STRATEGIES FOR
UNDERSTANDING THE
MEANINGS OF DATA

CHAPTER OVERVIEW

This chapter introduces a set of basic procedures and statistical measures for
describing data. Data generally consist of an extensive number of measure-
ments or observations that are too numerous or complicated to be under-
stood through simple observation. Therefore, this chapter introduces several
techniques including the construction of tables, graphical displays, and basic
statistical computations that provide ways to condense and organize infor-
mation into a set of descriptive measures and visual devices that enhance the
understanding of complex data.
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2.6 SUMMARY

LEARNING OUTCOMES

After studying this chapter, the student will
1 understand how data can be appropriately organized and displayed.
5 understand how 1o reduce data sets into a few useful, descriptive measures.

3. be able to calculate and Interpret measures of central tendency, such as the
mean, madian, and mode,

4 be able to calculate and interpret measures of dispersion, such as the range,
variance, and standard dewviation.
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f 2 STRATEGIES FOR UNDERSTANDING THE MEAMINGS OF DATA

In Chapter | we stated that the taking of & measurement and the process of counting vield
numbers that contain information, The objective of the persan applying the 1ools of sta-
tistics to these numbers is 10 determine the nature of this information. This task is made
much easier if the numbers are organized and summarized, When measurements of u ran-
dom variable are taken on the entities of a population or sample, the resulting yalugs are
made available to the researcher or statistician as a mass of unordered dita, Measurements
that have not been organized, summarized, or otherwise manipulated are called raw elurta.
Unless the number of observations is extremely small, it will be unlikely that these raw
data will impart much information until they have been put into some kind of order.

In this chapter we learn several technigues for organizing and summarizing daka
<o that we may more casily determine what information they comtain, The ulimate
o1 summarization of data is the caleulation of a single number that in some wiky ci-
yeys important ‘nformation about the data from which it was caleulated, Such single
numbers that are used describe data are culled descriprive measures. & frer study-
ing this chapter you will be able to compute several deseriptive measures fof bath
populations and samples of data,

The purpose of this chapter is to equip you with skills that will enable you to -
ulate the information—in the form of numbers—that you encounter as health sciences
professional. The better able vou are o manipulate such information, the beuer under-
standing you will have of the environment and forces that generale the information.

A first step in organizing dats is the preparation of an ordered array, An ordeved array is
listing of the values of 4 collection (either populition or cample) in order of magnitude from
the smallest value to the largest value. If the number of measurcments o he ordered is of
any appreciable size, thee use of @ compuler 0 prepare the ordered array is highly desirable.

An ordered array enables one 10 determine quickly the value of the smallest meiss
urement. the value of the largest measurement, and other facts about the arrayed data
that might be needed in a hurry, We illustrate the construction of an ordered aray with
the data discussed in Example 4.1,

EXAMPLE 2.2.1

Table 14,1 contains a list of the ages af subjects who participated in the study an smiok-
ing cessation discussed in Example (4.1, As can he seen, this unordered table requires
considerable searching for us 1o pscertain such elementary information as the age of the
youngest and oldest subjects.

Solution: Table 2.2.1 presents the dita of Table 1.4.1 in the form of an orderncd array.
By referring to Table 3721 we are able to determine quickly the age of the
youngest subject (30) and the age of the oldest subject (&2). We also readily
note that about one-third of the subjects are SU years ol age or younger,



2.2 THE ORDERED ARRAY

TABLE 2.2.1 Ordered Array of Ages of Subjects from Table 1.4.1
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Computer Analysis

If additional computations and organization of o data sel

have to be done by hand, the work may be facilitated by working from an ordered array,
IT the data are 1o be analyzed by a computer, it may be undesirable to prepare an ordered
array, unless one is needed for reference purposes or for some other use. A computer does
not need its user W first construct an ordered wrray before emering data for the construc-
tiom of requency distribwtions and the performance of other analyses, However. almost
all computer statistical puckuges and spreadsheer programs contdin. g routing [ sorting
data in either an ascending or descending order. See Figure 2.2.1. For example.
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Data » Sort
N

Session command:

MTH = Sork C1 C2;

SYBC: By CL,

Ii Fuﬂﬂ“ﬂhﬂ

Hy eolumm: |
Iy cahimmn:

By oolummn? |

iy rabumn; |
St e e
= Mew wmiiaheet

Aniin

Hames |

r milnﬂqlnrmlll
& Gul fuf o cuirrml wnikal

L=z}

_ Bk |
ialg &

Ganeel

FIGURE 2.21

MINITAE dialog box for Example 221
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2.3 GROUPED DATA: THE
FREQUENCY DISTRIBUTION

Although a set of obscrvations can be made more comprehensible and meaningfol by
means of an ordered array, further useful summarization miay be achieved by grouping
the data. Before the days of computers one of the main objectives in grouping large data
sels wus to facilitate the calculation of various descriptive measures such as percentages
and averages. Because computers can perform these ealeulations on barge data cers with-
out first grouping the data, the main purpose in grouping data now is summarization.
One must bear in mind that data contain information and that summarization is « Wy
of making it easier to determine the nature of this information.

To group 2 set of observations we select a set of contiguous, nonoverkapping imer-
vitls such that cach value in the set of obhservations cin he placed in one, and anly one,
of the intervals. These intervals are usually referred 1o as elasy intervaly,

Une of the first considerations when data are 10 be grouped is how many intervils
o include, Too few intervals are undesirable because of the resuliing loss of inlormation,
On the other hand, if too many intervals are used, the objective of summarization will not
be met, The best guide 10 this, as well as 10 other decisions 1o be made in grouping data,
is your knowledge of the data. It may be that class intervals have been determined by
precedent, as in the case of annual tabulations, when the class intervals of PrEvIOUS ¥iars
are maintained for comparative purposes, A commonly followed rule of thumb states that
there should be no fewer than five intervals and no more than 15. If there are fewer thin
five intervals, the data have been summarized too much and the information they contuin
has been lost. If there are more than 15 intervals, the data have not been summinized
enough,

Those who need more specific guidance in the mutter of deciding how miny class
intervals o employ may use u formuly given by Sturges (1) This formula gives
k=1 3322{logyn), where & stunds for the number of ¢lass intervals and # is the
mwmber of values in the datw set under consideration. The answer abitained by applving
Sturges’s rode should not be regarded as final, but should be considered as a guide only
The number of class tervals specified by the rule should be increased or decreased for
convepience and clear presentation,

suppose, for example, that we have a sample of 275 observations that we wanl to
group. The logarithin to the base 10 of 275 is 2.4303, Applying Sturges's [ormuli gives
k= 1+ 3.322{24393) = 9, In practice. other considerations might cause os o use
eight or tewer or perhaps 10 or more class intervals.

Another guestion that must be decided regards the width of the class intervals, Clasi
intervals generally should be of the same width, although this is sometimes impossible 1o
accomplish. This width may be determined by dividing the Fange by &, the mumber of class
intervals. Symbolically. the class interval width is given by

W=

E 3
P 2.

where K (the range) 1s the difference between the smallest and the lirgest ohservation in
the data set. As a rule this procedure vields a width that is inconvenient for use. Again,
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we may exercise our good judgment and select a width [sually elose 1o one gven by
Equation 2.3.1) that is mare convenient,

There are other rules of thumb that are helpful in setting up useful class intervals.
When the nature of the data makes them appropriate. class interval widihs of 5 units, 10
units, and widths that are multiples of 10 tend 10 make the SUNMINErZAtion more com-
prehensible. When these widths are emploved 1t ts senerally good practice 1o have the
lower limit of cach interval end in 4 xero or 5. Usually elass intervals are ordered from
smllest 1o largest: that s, the first class interval contains the smaller measurements andl
the last class interval contains the lirger measurements. When this is the case, the lower
limit of the first class imerval should be equal 1o or sowaller than the smnllest measure
ment in the data set, and the upper limit of the lust class interval should be el tooor
crewter than the largest measurcment,

Most statistical packaves allow users 1o internetively chimge the number of class
mervals anddir the class widihs, <o than <everal visualizations of the dutu ean be abraimed
quickly. This feature allows tsers 10 exercise their judgment in deciding which data dis
play is most appropriate for a given purpose. Let us use the 189 ages shown in Table
LA 1 and arayed in Table 220 10 illustrate the construction of @ frequency distribution,

EXAMPLE 2.3.1

We wash 1o know how many class imtervals to have in the frequency distribution af the
data, We also want w0 know how wide the intérvals should be.

Solution: To get an idea as 1w the number of ¢lass Ttervals 1o lise, Wwe cun apply
Sturges’s rule w obiain

k= 1+ 3322 log 189)
=1+ 3.322(2:2764618)
S

Now let us divide the range by Y w0 get some iden abow the cliss
interval width, We have
R B2 - 30 52

e —— == = 5778
k i 9

I is apparent that a class imterval widih of 5 o1 10 will be more con-
venient o use, as well as more meaninglul o the reader Suppose we decide
on 1. We may now constnict our intervals. Since the smallest vatue in Fable
20 is 30 and the largest value is 82, we may begin our intervals with 30

and end with 89, This gives the following intervals:
A-39
4—i
S-59
fil-69
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=79
Bl-nY

We see that there are six of these intervals, three fewer than the number
suggested by Sturges's rule.

It is sometimes useful 1o refer to the center, called the midpoint. of 4
cluss interval. The midpoint of a class interval is determined by obtaining
the sum of the upper and lower limits of the class interval and dividing
by 2. Thus, for example, the midpoint of the class interval 30-39 is found
1o be (30 + 39)/2 = 345, "

When we group data manually, determining the number of values falling into each
clugs interval is merely a matter of looking at the ordered array and counting the num-
ber of ohservations fulling in the various intervals. When we do this for our exumple,
wi have Table 2.3.1,

A table such as Table 2.3.1 is called a frequency distribution. This table shows the
way in which the values of the variable ure distributed among the specificd class inter-
vals, By consulting it, we can determing the frequency of occurrence of values within
any one of the class intervals shown,

Relative Frequencies It may be useful at times o know the proportion. rather
than the number, of values falling within a particular class imerval. We obtuin this infor-
mation by dividing the number of values in the particular class interval by the tolal num-
ber of values. If, in our example, we wish to know the proportion of values berween 50 and
59, inclusive, we divide 70 by 189, obtaining 3704, Thus we say thit 70 out of 188, or
70/ 189ths, or 3704, of the values are between 50 and 59. Multiplying 3704 by 100 gives
us the percentage of values between 50 and 59. We can say. then, that 37,04 percent of the
subjects are between 50 and 59 years of age. We may refer to the proportion of values
falling within u class interval as the relative frequency of peenrrence of values in that inter-
val. I Section 3.2 we shall see that a relative frequency may be interpreted also us the
probability of occurrence within the given interval, This probability of occurrence s also
called the experimental probability or the empirical probability.

TABLE 2.3.1 Frequency Distribution of
Ages of 189 Subjects Shown in Tables 1.4.1

and 2.2.1

Class Interval Frequency
30-39 1
40-48 46
50-59 70
o055 45
7079 16
B0-84 1

Texeal 189
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TABLE 2.3.2 Frequency, Cumulative Frequency, Relative Frequeney, and
Cumulative Relative Frequency Distributions of the Ages of Subjects Describad
in Example 1.4.1

Cumulative
Class Cumulative Relative Relative
Interval Frequency Fraquency Frequency Frequency
I0-39 n " A0ER2 0582
40-44 46 57 2434 A0s
B0-59 it 127 3704 BE2D
6i-59 45 172 2381 A1
70-79 16 188 D847 9948
80-89 ] 184 0053 1.00m

Total 189 1000

MNote: Froquencies do not add 10 1.0000 exactly hecause of raunding.

In determining the Irequency of values falling within two or more class intervils,
we abtain the sum of the number of values falling within the class intervals of interest,
Similarly, if we want 10 know the relative frequency of occurrence of values talling within
two or more class intervals, we add the respective relative frequencies. We may sum, or
cumulate, the frequencies and relative frequencics 1o facilitate ubtitining information
regarding the frequency or relative frequency of values within two or Mare Contiguos
class intervals. Table 2.3.2 shows the data of Table 2.3.1 along with the cunudative fre-
gitencies, the welamee Jrequencies, and cumdative refarive Srequencies,

Suppose that we are interested in the relative frequency of values between 50 amd 74,
We use the cumulative relative frequency column of Table 2.3.2 and subteact 30106 from
H948, obtaining 632,

We may use 4 statistical packige 1o obtain a table similar (o thay shown in Talle
2.3.2. Tables obtained from both MINITAB and SPSS software are showen in Figure 2.3,

The Histogram w. may display a frequency distribution (or 4 relative frequency
distribution ) graphically in the farm of a histoeram, which is & special type of har graph,

When we construct 4 histogram the values of the variable under consideration are
represented by the horicontal axis, while the vertical axis has as its scule the frequency
{or relative frequency if desired) of oceurrence, Above each class interval on the hori-
zontal axis 4 rectangular bar. or cell, as it is sometimes called, is erccied so that (he
height corresponds to the respective frequency when the cluss intervals are of egpual
width. The cells of g histogram must be joined and, (o accomplish this, we must ke into
decount the true boundaries of the class intervals to prevent gaps from occurring between
the cells of our graph.

The level of precision observed in reported data that are measured on i continuous
scale indicates some order of rounding. The order of rounding reflects either the reponer’y
personal prefercnce or the limitations of the measuring instrument emploved, When a fre-
quency distribution is constructed from the data, the class interval limits usually reflect
the degree of precision of the ruw data, This has been done in our illustrutive example,
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Dialog box:

Stat » Tables » Tally Individual Variables ¥TE = Tally. C2;
SUBC Counts;

Type C2 in Variables. Check Counts, Percents, SUEC> CumCounts:

Cumulative counts. and Cumulative percents in SUBS> Parcentcs:

Display. Chek OR., SUBC>  CumPercents:

Output:

Tally for Discrete Variables: C2

MINITAB Output SPSS Output
. [ |
C2Coudt Cumint Percent CumPot | Yalid | Comaidat
{i 11 | 5. RY R.B2 Pregquency | Percent | el i | Pt i
! £ 57  24.34 30.16 yiid 30-39 : |
o 14 Lz7 37.04 B7T.20 40-45 AE 24 24 o
L 45 172 23181 | 01 0-53 E a1 I
: 16 188 £.47 99.4 i & B 23.8 1.0
5 1 {BQ fi.5 100, 00 5 3= B } o
i Bt I8 5 i
¥= LBY Total 189 3.0 Lt |

Secsion command:

FIGURE 2.3.1 Freguency, cumulative frequencies, percent, and curmulative parcent distri-
bution of the ages of subjects described In Example 1.4.7 as constructed by MINITAB and
SPS5.

W kitow. however, thar some of the values falling in the second class intermval, for exdme
ple, when measured precisely, would probubly be a hitle less than A0 and some would be
a little greater thun 4%, Considening the underlying continuity of our varfable, and assum-
ing that the daty were rounded to the nearestwhole number, we find it convenient 1o think
af 39.5 and 49,5 as the true limits of this second interval. The true limits for each of the
class intervils, then, we take 10 be s shown in Table 2.3.3,

If we consiruet o graph using these cluss limits as the base of our rectangles. no
gaps will result, and we will have the histogram shown in Figure 23700 We used
MINITAB to construet this histogram, as shown in Figure 2,33,

We refer to the space enclosed by the boundaries of the histogram us the ariva ol the
histogram, Each observation is allotied one anit of this area. Since we hive 18 observa-
tions. the histogram consists of a total of 189 units. Each cell contains a Certinin propor-
tion of the total area, depending on the frequency. The second cell. for paample, contien
$6/189 of the area. This, us we have leamed, is the relative frequency of pecurrence of val-
ues hetween 395 and 49.5. From this we sze that subareas of the histogram detined by
the cells cormespond 1o the frequencies of oecarrence of values between the horizontl scale
houndaries of the areas. The ratio of a partcular subarea to the total area of the histogrim
is equal 10 the relative frequency of occumence of vilues berween the corresponding points
on the hoeizontal axis,
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